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Advanced Package and Integrated Chips

1% Lecture 9 : SoC/Chiplet Interconnect
"2l Instructor: Chixiao Chen, Ph. D



Course Project

» Option I: Presentation ( | guess most students would choose )

» Pick up one paper from the pool (https://365.kdocs.cn/l/cpbY4B34cUnj first come first served),
send a email or told me in wechat group, | will updated the paper selection in time.

» If you want to pick a paper not listed, please send me an email to get granted.

» Slides and Presentation: Prepare a 15min slides to introduce the work and 3-5 min Q&A. Send
the slides to the homework mail after presentation.

» Option |l: Project

» Complete a component (AXI-streaming controller+PCS, PHY-TX/RX pair, Clock Generation, )
design according to UCle standard (not in a group)

» Report and Presentation: Prepare a 5 min introduction and send the design report (<10 pages
A4) to the homework mail, NO need for slides, show your draft report during presentation is OK.

> 1st Deadline: Tell me your choice by 5.6 on class / mail / wechat.


https://365.kdocs.cn/l/cpbY4B34cUnj
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> Review on SoC Interconnect

» Bus based on-chip communication
» Network-on-Chips (NoCs)

» From SoC Peripherals to Chiplet Interconnect
» Case Studies

» How advanced packaging affects System Performance



Communication-centric Design for SoC C0):

» SoC = System on Chip

»For modern SoCs like a
smart phone SoC,
communication is the
most critical aspects.

> It affects
performance,
POWEr,
area (PPA) &
time-to-market.



On-Chip Interconnect: Physical and System View

» Interconnect:
communication Core0 | ¢0e | CoreN Accelerator Memory I/0
infrastructure
connecting all
IPs together
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Interconnect

» Physical Implementation i \ / S
Interconnect: to avoid too

many wires, we need to —[>0—I>0—

multiplex data over a group 4

of shared wires / \ 7




Evolution of on-chip Interconnect i)z
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» Bus is the most simplest and widely used SoC Interconnect.

» Bus definition: A collection of signals to which multiple IPs are connected
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Bus Terminology
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» Master: |IPs tat initiates a VF-Intertace
read/write data transfer. — jublemerit ] M Decoder Arbiter

Slave |F Slave |/F
» Slave: IPs that only responds I ‘
to incoming transfer requests. Bus 1
Slawe |F MasterSlave VF
> Arblters..ControI bus operation Bridge m -
by selecting master to grant Mastr /7 s L
data transfers.
Bus 2
» Bridge: Connects with different MastorSive VF -
Decoder Arbiter
bus, acting as slave one side bomiict A Memory 3
and master on other side. !
Oft-chip

memory



Bus signals

I
» Address: transfer data’s source
and destination, uniformed

encoded for all on-chip IPs, driven
by masters only

» Data: real information sent and

..................................................................................

Contliol Fus
Address+bus

§ Data bus
different type of data transfer (R/W,
burst, cacheable, byte mask, ...)

received by bus, can be shared oré
separated for read and write

» Control: includes request and
acknowledgements, specify

System bus



Basic Bus Circuit Implementation (Digital)

Initiator Target 1 Target N

A A A A |

FSM | Y/ /I Decode L' () Decode EI.]

Write Data \ = = — =)
Address |l _E>-I-_E‘I-
Command _1_4>--_4>‘-
Read Data \ 149< -1 qb= —J

N o — N L\

» Historically tri-state drivers (high impedance to disconnect) is not friendly in recent
CMOS digital circuit design.

» Current bus implementation adopts differentiate Read & Write Data channels to
replace tri-state drivers

» Pipelining stage can be inserted to prevent long-distance transition and latency.



Bus Transfer Modes

i
» Single data transfer (w/o pipeline)

» first request to access bus

» Burst data transfer (w/i pipeline)
» access granted/acknowledged

» send multiple data with only one cycle
» sent address and control signals

control ( save time for arbitration)

» Continuous data transfer for recent Al
. . lication
» send/receive data in subsequent cycles applications
T T2 T3 T4 T5 T6 T7 T8 B 2 T3 T4 5 T6 7 78
CKm— — — MM M M 1 V48 e IOy N ey N ey N oy Y gy (NS
BUSREQ —/ \ / \ BUSREQ —/ | A
GFzANTﬁ> \ / =" GRANT fe—et/ \
ADDR C\ > /I (A2 D ADDR Car DA a2 | X as] XCaa[ >
RDATA CDATD ( (D A

WDATA

{ D A1 [ )= D A2 )< D A3 ) DA} )—
» There should be a protocol or standard for bus communication.



AMBA Bus Protocol

»Advanced Microcontroller Bus Architecture, open standard but owned by ARM

» AMBA 2: AHB Advanced High-performance Bus, AMB 3&4: AXI Advanced Extensible Interface

High performance| | High bandwidth « AHB Burst
ARM processor on-chip RAM
« Address and Data are locked together (single pipeline stage)

g i L « HREADY controls intervals of address and data
High bandwidth AHB or ASB | | APB
external memory C ADDRESS
interface G
E Keypad PIO
DATA
DMA bus
master AHB to APB bridge
or « AXI Burst
ASB to APB bridge « One Address for entire burst
AMBA AHB AMBA ASB AMBA APB aooress IR
* High performance * High performance * Low power
* Pipelined operation * Pipdlinad operation * Latched address and control =—
* Multiple bus masters * Multiple bus masters * Simple interface DATA D11 D12 D13 D14
* Burst transfers * Suitable for many peripherals
* Split transactions

I O | W RN T



Bus Topologies

> Hierarchical
shared bus for
different clock

Master 1

Slave 1

Master 3 Slave 3

Bridge 1

—

So(Cs ‘ Master 2 | Slave 2
Master 1 Slave 1 Master 1 Slave 1
Master 2 Slave 2 Master 4 Slave 4

Bridge 2

—

Slave 4

Master 4

Slave 1

Slave 2

Slave 3

Slave 4

» Fully/partially
Crossbar matrix

»Ring bus

Slave 1

Slave 2

Slave 3

Slave 4




Networks-on-Chips (NoCs)

»Network-on-chips is a packet switch based on-chip interconnection schemes
designed by a layered methodology. “route-packets, not wires”

»NoCs use packets to route data from the source to destination PE via a network

fabric that consists of routers, as well as links. g . .
little or no queuing,
I(B:aﬁ:t ports not directional
PE| | |PE[ | |PE| | |PE > Siorags) Cﬁfg:'
PE| | [PE| | |PE| | |PE . -----..,‘;‘:f
\ PR BEE k’
pm— N | oy ]
el | [Pe] | [PE] | [PE - Router: _
- Router  Arbiter often more queuing,
rel [pel [pel [P directional ports




Packet and Flit

» Each core sent messages/packets including information how data flows
through routers in the NoC.

» Phit (Physical control digit) is a unit of data that is transferred on a link.

» Flit (flow control digit) is unit of switching.

Message | | [ [ |
Packet

eader J Header Body Flit 1 | Body Flit2 | Body Flit 3 | Body Flit 4

Packet

Head Fli Body Flit ody Flit Tail Flit
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127--"7125 124 123 122 121 117 116 112 111 109 108 75 74
ID | FT[1:0]| VC[1:0] | Src[5:0] Dest [5:0] | MT[2:0] | Mem Address [31:0]

Fit [Tpe] Vo ] | | |
Phit

Messages, Packets, Flits and Phits are handled
in different layers of the network protocol



NoC Topologies

» NoC is kind of an advanced bus, which is more friendly on scalable architectures.

» Many NoC Topologies is used: 2D mesh, Torus, butterfly, fat-tree, ...
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. . Torus : Ring connection for nodes
2D Mesh: payvatent link tength at the edges, long end-around link

[ LB

Butterfly



Routing: Packet-Switched Based Interconnect (&%

O

O

O

Data grouped in packets
1 packet : 1 or more data words
B One word is a “Flit” (Flow-control unit)

B e.g.: 1st flit = base address & command
2nd flit & next = data burst

data| |data| |data| |data| |addr

>

Each packet contains routing information
in the header flit

Packet routing is atomic
B No flit interleaving with other packets
B Can span multiple blocks

Courtesy by Y. Thonnart, ISSCC 2021 Tutorial 8



Routing & Packet Format

»In 2D mesh NoC, Coordinates-based Routing is most commonly used
» Destination coordinates is located in header

» Comparison to Router coordinates for X-Y routing

» Other methods includes indicate sequence
of turning encoded in header flit

» “East East North Local” ... R(0,1):
X=0,
Y=1:L
oo
Q0O
o LW R(OIO)
X=0,
Header |10 (0,1) | Y>0:N
flit




Routing: Traffic and deadlock

[0 Queuing behind a stalled packet
waiting for an output

B Potential trail accumulating

O Invalid routing algorithms may create
cycles of stalled packets

[0 Potential deadlock

B No packet can make progress to
destination

[0 Solved by forbidding some turns
O E.g. X-Y routing: always X first

Courtesy by Y. Thonnart, ISSCC 2021 Tutorial 8
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Transaction-based Interconnect
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» Memory access is another common type Initiator: Initiator: Initiator:
iInterconnect, which normally use Core0 DMA Corel
transaction based interconnect.

» Normally memory have specific protocols

» Memory Request/Response have

different/independent channels, therefore Lt----------B#-----------
multiple request are allowed.

i : Off-chi
» Memory Interconnect issues: coherence gl P On-chip I/0
in multi-core architecture 24 Memory interface

interface
» AMBA 5: CHI ( Coherent Hub Interface)




From Bus/NoC to Off-Chip Interconnect

> Protocol Layer D2D Controller Features UCle Protocol Stack

> Adpater )
» PHY Layer =

Protocol Layer

PCle 6.0 (256B Flit), CXL 3.0 (256B Flit)
CXL 2.0 (68B Flit), Streaming (raw)

= T

e SerDes OR Parallel Wires

€——CLIENT ADAPTATI ON > ; € PROTOCOL LAYER > l € FRAMING LAYER———>
| | FDI
| L J
| I
segments | nbits m bits | . .
I
Protocol ' Protocol arbitration/muxing, CRC/Retry
Protocol X | i b catd szgl \ Link management, Parameter negotiation
Protocol X <e=====>1 Protocol X k::::::> |§|£t,:ma|§’F
processing | bridge ' | _ m bits BoW/AIB/
________ i | fr===== OHBI
Protocoly ProtocdY nbits | PHY S
e === 1
processing .
Physical Layer
Client Adaption Protocol Layer Framing Layer Link initialization, training, Power states
Lane mapping and remapping,
. Scrambling, Lane reversal
*  Adaption of Client signal to «  End to End error free delivery ::‘i:‘::ig:‘sd:r%ee';ds on Parallel

CoRtroRar interfage *  Optional Flow Control o L li t/De-sk N/ AU/ B [|\L£\
. ane alignmen e-sKew . z
Support for AXI4, TL, xGMII etc. o Obtionsl Ré-transmission «  Optional FEC Engine Sideband H Electrical / AFE }

I




Transaction/Packet Based Interconnect

» are naturally good protocol supporting inter-chiplet interconnect.

0 Minimal flow control required
B Data: payload word
B Valid (or Send or Request): flow control bit from sender
B Ready (or Accept or Grant): flow control bit from receiver

Valid |
Network : Data
. Size O
interface LL
converter ™
from core Ready
\ Y

Ve
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Case Study: NoC Partition with Multiple Chiplets

Sy BN sy | 16x PCIe5 or 16x PCle5 or

) ] r's:
24x UPI LASSSEOIS | 1ex cxt 1.1
[om—

» Intel Sapphire Rapids "

2x DDR5

2x DDR5

«

> 4xCPU die(15 core each die) + 2D Mesh NoC §
»MCM Direct Connection with EMIB g
i Ui fiid

| x16 PCle/CXL

x16 PCle/CXL

Memory
Controller

Memor
Controllxr I'

Memory
Controllei

g

x16 PCle/CXL

.

-
124 1,8Gen3DMI

16GT 1x8 PCle Gen4 on
UP|l  non-legacy socket

L

1x16 Gen5
PCle/CXL1.1

x16 PCle/CXL
]

AJ ‘ .
1x16 Gen5
PCle/CXL 1.1

Memory

.| Controller

Memory
Controller

Memory
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Memor
ComroIIZr

SYaa xz

SYaa xz

UPI [ Accoerstors | PCle

]
Memory
Controller

CHA, LLC.
& Cores Mash
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Controler
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& Cores Mesh

&
CHA, LLC Eg L

& Cores Mesh

UPI [Accoerstors | PCle

e
||

=

m
=
-~
o
)
I
-




\)N Vs

Case Study: NoC Partition with Multiple Chiplets (&

» Cea-Leti: IntACT-Active Interposer with 6 chiplets and 96 cores

» 3-layer of distributed interconnect: On-chiplet 2D Mesh, short distance
(Synchronous NoC) and long distance (Asynchronous NoC).

i Scalable & Distributed NoCs
L Any chiplet-to-chiplet traffic

Chiplets : ——
8 Clusters of Cores ,,

—~D=—(} Power
( o—al—al Management }
Active Close to cores
X Interposer ]
e L/
Active _ -7
/ Interposer

Additional features ] (CMOS65)

[P. Vivet, ISSCC’2020]




How advanced Packaging affects Interconnect? E&&:

» Given a 1466 TFLOPS @ FP8 Al processor with 64MB on-chip weight buffer
storage (similar to Nvidia L40S), Please estimate the overall token rate when it is
deployed to complete a 7-billion LLAMA-2 model inference (FP8). Assumed the
overall model is buffered in (a) a 48GB GDDRG6 external DRAM, (b) 80GB HBMZ2e .

K.QV

FC, HB4E: 6.51B

E&EH: 2.5TOPS '
Attention Output Attention In

| |
E S EEEEGRE LLAMa2-7B FCit+&E | Generation : e o X
|

1 1 A . Y "
I ! . T
i : K+FC { 21> -+
: 5 l T
I = Laver ! b L T iCasual Mask
L FCo FCy () 12 FC2 _'@ ] QFC { & i Score (S) =K' s Decoder
: &' : 2 : l Row-Wise Softmax
| : V- FC ~< 2

1 |
: Gate F¥: 32I% : (/21 N, —>
: ' :
| |
| |

Probability (P) Attention Output
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How advanced Packaging affects Interconnect? (&%

GDDR 6 — 48GB HBM 2E — 80GB
Per Pin Data Rate 16 Gbps 3.2Gbps
Data Pin Count Per 32 1024
Bank
Per bank bandwidth 64 GBps 409.6 GBps
Bank Number 12 6
Overall Memory N e
Bandwidth 864 GBps 2040 GBps (with little loss)




